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 Receiving subsidized rice assistance (RASKIN) is a government program to 

distribute basic food assistance to underprivileged families. The distribution 

is carried out once every three months in accordance with the predetermined 

allocation. However, in practice, there are still often inaccurate targets in 

determining beneficiaries. This research aims to assist the village government 

in determining the eligibility of prospective RASKIN beneficiaries 

objectively and on target. The classification model used is Support Vector 

Machine (SVM) with the Library for Support Vector Machine (LibSVM) 

approach, combined with the Knowledge Discovery in Database (KDD) 

method. To improve classification performance, model parameter 

optimization is performed using the Particle Swarm Optimization (PSO) 

algorithm. Radial Basis Function (RBF) kernel is used in this process. The 

evaluation results show that the LibSVM model optimized with PSO is able 

to achieve an accuracy rate of 92.21%. The proposed model is expected to be 

an effective decision support system in selecting recipients of government 

social assistance more fairly and efficiently. 
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1. INTRODUCTION  

Poverty is a problem caused by several interrelated factors such as income in the community that is still 

below the word feasible, unemployment, education, health, and transportation access to goods and services, 

geographical location, gender and environmental conditions [1]. Poverty is a source of social problems that 

have not been resolved in Indonesia properly so that many programs have been established to alleviate poverty. 

In July 1998 the Indonesian government launched a subsidized food assistance program to help the community 

called Operasi Pasar Khusus (OPK) Rice. This program continues to this day but the program is further 

expanded in its function to be right on target as to who is entitled to receive the subsidy assistance changed to 

For Poor Families (RASKIN) in 2002.  [2] The benchmark for the success of the RASKIN plan is measured 

by several indicators of delivery, namely: data collection that is right on target, price, right amount, quality, 

time and accuracy of management. Each kelurahan has a big role in the process of smooth distribution of rice 

for poor families and must distribute it to people who are entitled to receive the benefits of the RASKIN 

program. [3] 

The target of the poor rice subsidy is the middle to lower class community in Secanggang Village, Hulu 

and Hilir Hamlets. People who are entitled to receive RASKIN must have several criteria determined, the right 

data collection process is expected to help the subsidy process well and right on target. Machine learning is 
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considered to be one of the important things in the characteristics of artificial intelligence that supports the 

improvement of computerized systems that are able to pass on knowledge from past unprogrammed 

experiences in certain situations [4]. 

Data mining is a very important part towards the industrial revolution of era 4. Data mining cannot be 

separated from statistical analysis for classification methods. [5] Classification is the process of determining a 

model that explains the concept in a class of data whose purpose is to get the approximate results of an object 

whose label is not yet known [6]. The application of machine learning to the data management of RASKIN 

recipients is needed so that the analysis is carried out on target recipients. There are several algorithm writings 

used in the classification of RASKIN recipient data management, namely the C-4 algorithm, Random Forest, 

naïve Bayes, neural network, C4.5, k-nearest neighbor (k-NN) and support vector machine (SVM).  

In previous research related to the classification of RASKIN recipients in several regions, algorithms have 

been carried out by writers such as analysis with the keywords "Raskin rice recipients" and "data mining" [7]. 

The research uses the C4.5 algorithm in classifying RASKIN data in Garogo District, in the classification 

results using the C4.5 algorithm can easily process data because of its easy adaptation to complex interactions 

between variables [8]. Using data in the analysis of RASKIN recipients has also been done with several Fuzzy 

K- Nearest Neighbor (FKNN) and Support Vector Machine classification methods using the SVM method 

better than FKNN with kernel parameters that function well worth C = 100 and  = 0.000283 on SVM. [9] 

Previously there was also raised research with the Support Vector Machine (LibSVM) method which 

proved good accuracy results for the classification of RASKIN recipient data in Wonosobo district with the 

best accuracy results on the Radial Basis Function (RBF) kernel function with a percentage of 83.1933%. [10]. 

In this study using Parameter estimation with the K-Fold Cross Validation method as a division between test 

data and training data. 

Although various methods of analyzing RASKIN recipients have been carried out to find out the data 

collection that is right on target for people who are entitled to receive poor rice subsidy assistance (RASKIN), 

in this study what is done is to look at data collection with a classification approach that does not use cross 

validation with the Library Support Vector Machine (LibSVM) Model algorithm. With the background that 

has been listed, this research aims to analyze the acceptance of RASKIN using a classification approach with 

the Library Support Vector Machine (LibSVM) Model. The arrangement of the stages that will be carried out 

for this research is to collect data on the hamlet in the village and then make changes to several attributes to 

facilitate the calculation process that will be carried out, classifying the dataset using the Library Support 

Vector Machine (LibSVM) Model algorithm. 

 

2. METHOD  

 

 There are 2 perspectives carried out in research, namely descriptive research where the approach process 

is qualitative. Qualitative descriptive method is a method that is processed using qualitative data and then 

described descriptively [11]. Qualitative data is descriptive data in the form of numerical symbols or qualitative 

numbers carried out so that it is easy to understand empirical phenomena, especially for as many descriptions 

as possible about these phenomena without having to go into detail in the relationship between variables that 

are interrelated with each other. [12] The process is carried out through several stages, namely data collection, 

initial classification, data preprocessing, attribute labeling to change text to nominal, data sharing, classification 

with SVM modeling (LibSVM) and evaluation and analysis. Figure 1 explains the process of the research flow 

that will be carried out 
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Figure 1. Illustration of support vector machine 

 

a. Data Retrieval 

This study classified data into 2 classes, namely "Yes" or "No". The population data used is data on the residents 

of Secanggang village, upstream and downstream hamlets, where there are 289 data on the heads of households 

of villagers who will be classified for RASKIN recipients. 

b. Initial Classification 

Before preprocessing, population data is classified manually first to make it easy to understand by making 

several changes such as sorting and converting some data into simple nominal data that has been grouped to 

make it easier to standardize the value later. 

c. Data Preprocessing 

At this stage, some standardization of values is carried out to make it easier to classify data, some samples in 

the dataset are converted from non-numeric format to numeric format. can be seen in table 1. 

d. Attribute Labeling 

The need for data preprocessing from machine learning, where the data will be represented to a numerical 

format so that it is easy to process the calculations that will be used in accordance with the application of the 

model. In the data preparation process, all activities are involved in the data set so that it can be applied to the 

classification model to be designed. [13] 
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Table 1. Table 1. Data conversion 
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1 

 

DUSUN HILIR 

 

ABAS 

 

1 

 

48 

 

1 

 

6 

 

2 

 

1 

 

0 

 

4 

 

1 

 

0 

 

0 

 

0 

 

Yes 

2 DUSUN HILIR ABD.HALID 2 61 1 9 2 1 0 4 1 0 0 0 Yes 

 

3 

DUSUN 
HULU 
DALAM 

 

ABDUL KARIM 

 

1 

 

46 

 

1 

 

2 

 

3 

 

0 

 

0 

 

4 

 

0 

 

2 

 

0 

 

0 

 

Yes 

 

4 

DUSUN 

HULU 

DALAM 

ABDUL 

RAHMA

N 

 

1 

 

55 

 

1 

 

6 

 

4 

 

0 

 

3 

 

5 

 

1 

 

0 

 

0 

 

0 

 

Yes 

 

5 

DUSUN 
HULU 
DALAM 

 

ABDUL WAHAB 

 

1 

 

48 

 

1 

 

7 

 

3 

 

2 

 

0 

 

4 

 

1 

 

0 

 

0 

 

0 

 

No 

6 DUSUN HILIR ABDULLAH 1 41 1 6 5 4 0 5 1 0 0 0 Yes 

7 DUSUN HILIR ABDULLAH 1 58 2 6 0 0 0 1 1 0 0 0 No 

 

 

 

At this stage the labeling is divided into 2 classes namely "Yes" and "No". In the process of determining data 

labeling, it is categorized based on the results of the initial data classification carried out to simplify 

calculations. Data labels are determined based on categories on several attributes that are used as a benchmark 

for the 2 classes. 

 

2.2. Perform Optimize Weights (PSO) 

Particle Swarm Optimization (PSO) is a method derived from natural patterns by groups of animals that live 

in groups such as termites, birds, ants or bees. The PSO algorithm is inspired by the characteristics of a natural 

trait of some of these organisms. The nature consists of habits that have been carried out in daily activities and 

influenced by individuals with other individuals in a population. In particle Swarn Optimization (PSO) there 

is a particle, the word "particle" is a reference to an individual, for example: a bird in a bird population [14]. 

One of the methods in PSO, Inertia Weight, which is each particle is an approach to the particle distance [15] 

Between one particle that is on the right or shorter path to the center point, the remaining particles will also 

follow that path even though the distance traveled is far. 

  

2.3. SVM Classification Modeling (LibSVM) 

Libsvm is an efficient SVM classification and package library that is useful for obtaining the optimal solution 

of duality language in SVM. The classification model has clear accuracy and can achieve optimal accuracy. 

[16] The vector classification in question is nu- SVC and c-support vector classification (C-SVC); epsilon-

support vector regression (epsilon- SVR), nu-SVR for regression and distribution estimation in the form of 

one-class SVM [17].The use of the LibSVM program model follows 2 stages, namely by conducting a training 

stage on the dataset in order to obtain a model, then utilizing the model obtained so as to obtain predictive 

information in a training dataset  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. LibSVM Architecture 
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LibSVM is the completion of the previous SVM with the development of several parameters added. LibSVM 

functions to solve two-class problems by building Hyperlane and distinguishing two sides, namely "YES" and 

"NO". Figure 2 is a LibSVM architecture. In the research flow process in order to get the performance value 

of the model used in LibSVM, several kernel functions are applied. Some of the kernel functions used in this 

study are linear kernel (2), radial - basis function (rbf) kernel in (3), sigmoid kernel (4) and polynomial kernel 

(5). 

𝐾(𝑥𝑖 , 𝑥𝑗) =  𝑥𝑖
𝑇 , 𝑥𝑗 ……………………… (2) 

𝐾(𝑥𝑖 , 𝑥𝑗) = exp(−
‖𝑥𝑖,𝑥𝑗‖

2

2𝜎2 )……………… (3) 

𝐾(𝑥𝑖 , 𝑥𝑗) = tanh(𝛽0 𝑥𝑖
𝑇 , 𝑥𝑗 + 𝛽1)……….. (4) 

𝐾(𝑥𝑖 , 𝑥𝑗) =  (1 +  𝑥𝑖
𝑇 , 𝑥𝑗)

𝑝
……................  (5) 

 

Where K is the class number, 𝐾(𝑥𝑖, 𝑥𝑗) is the kernel in the element 𝑥𝑖, 𝑥𝑗, 𝛽0 is the classification that affects 

the out-comes, and𝑝 is the degree set for the flexibility of the classifier.  

 

2.4. Classification Model Analysis and Evaluation 

At this stage the evaluation process is carried out in order to produce a performance value of the model built. 

The performance of the algorithm is measured using confusion matrix and measuring the value of accuracy, 

precision, recall and support vector. 

2.5. Confusion Matrix 

Classification determines 4 predictions generated, including confusion matrix, accuracy, precision and recall. 

There are 4 terms used in the method, namely: 

1) True Positive (TP) : Prediction of the result of the amount of output data and the actual class 

of output 

Positive 

2) True Negative (TN) : Predicted number of data in the actual class is positive, but the projected 

class is negative. 

is projected to be negative. 

3) False Positive (FP) : The projected class is positive but the actual class 

has a positive amount of data. 

4) False Negative(FN) : The actual and predicted classes have a negative amount of data. 

 

Table 2. Confusion Matrix 

 

Prediction 

Fact Positive Negative Neutral 

Positive TP 𝐹𝑁𝑔1 𝐹𝑁𝑡1 

Negative FP1 𝑇𝑁𝑔 𝐹𝑁𝑡2 

Neutral FP2 𝐹𝑁𝑔2 𝑇𝑁𝑡 

 

 

The calculations for the results of accuracy, precision and recall are shown as follows: 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
(𝑇𝑃+𝑇𝑁𝑡+𝑇𝑁𝑔)

(𝑇𝑃+𝐹𝑁𝑔1+𝐹𝑁𝑡1+𝐹𝑃1+𝑇𝑁𝑔+𝐹𝑁𝑡2+𝐹𝑃2+𝐹𝑁𝑔2+𝑇𝑛𝑡)′………….(6) 

  

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃1+𝐹𝑃2′……………………………….(7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁𝑔1+𝐹𝑁𝑡1′……………………… (8) 

 

Equation (6) accuracy shows the ratio of the number of correct predictions to the results of the number of 

input samples. Precision (7) is how many true positive values among all predicted positive values. recall in 

equation (8) shows how many positive predicted values.  
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3. RESULTS AND DISCUSSION 

3.1. Data Collection 

In the data collection process under household data in the Hulu and Hilir hamlets of Secanggang village, 298 

data were collected with 12 regular attributes and 1 special attribute. Figure 3 shows the amount of data that 

received RASKIN assistance in the hamlet. A significant comparison of the number of recipients of RASKIN 

assistance requires normalization and using the Optimize Weights (PSO) method as data balancing for the next 

process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Comparison of the number of RASKIN recipients in Hulu and Hilir Hamlets 

 

 

3.2.  Data Division 

In order to obtain the results of the classification of RASKIN beneficiaries and non-recipients of RASKIN 

assistance for households in the HULU and HILIR hamlets of Secanggang village, the following stages of 

analysis were carried out: 

1. This study uses 298 data divided into training data and testing data with a ratio of 80: 20 in the 

KDD process only 12 attributes are used. 

2. The use of kernel functions in this study are linear, Polynomial, Sigmod and Radial Basic Function 

(RBF) kernel functions. 

3. To determine the best parameters, the Optimize Weights (PSO) method was used, which was first 

normalized with Z-score as a measure of the performance of the LibSVM model. 

3.3. Classification Results of LibSVM method with Optimize Weights (PSO) 

The comparative results of experiments using the LibSVM model there are several different levels of 

accuracy can be seen in table 3. 

Table 3. Testing Results of LibSVM Method with Optimize Weights (PSO) 

SVM Type Kernel 

Function 

Stratified 

Sampling 

Shuffled 

Sampling 

Linear 

Sampling 

C-SVC Rbf 76.19% 75.76% 72.73% 

C-SVC Polynomial 88.74% 86.58% 80.95% 

C-SVC Linear 58.87% 63.64% 59.74% 

C-SVC Sigmoid 54.11% 59.74% 62.77% 

nu-SVC Rbf 92.21% 91.34% 91.34% 

nu-SVC Polynomial 86.58% 89.18% 86.15% 

nu-SVC Linear 58.87% 60.17% 58.44% 
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From the use of kernel type parameters in experimental results have different characteristics, based 

on the dataset used so that the performance results become the same and/or different, according to the types 

of kernels to be used with different datasets. Some of the kernel type parameters that have been shown from 

the results of the model performance values have a slight difference from each kernel, which is caused by the 

characteristics of the data used when preprocessing the data. 

The results of the trial process are the stages of the experimentation process of the LibSVM model. 

The stage process is carried out by applying Optimize Weights (PSO) and the LibSVM model produces good 

accuracy of 92.21% by using RBF parameters in the stratified sampling method with the model validation 

process. Although it is good, in trials with linear sampling parameters with a one-class model the trial results 

obtained are very low at 50.65%. 

Table 4. Accuracy Results based on Confusion Matrix 

 True Negative True Positive 

Negative Prediction 85 8 

Positive Prediction 10 128 

Table 4 shows the comparison of the accuracy results of the RASKIN acceptance classification model 

using the LibSVM and Optimize Weights (PSO) models, showing that there are different results from each 

parameter applied using the LibSVM and Optimize Weights (PSO) models. 

 

4. CONCLUSION 

This study has classified the data analysis of RASKIN receipts in Hulu and Hilir hamlets of 

Secanggang village using LibSVM and Optimize Weights (PSO). The LibSVM and Optimize Weights (PSO) 

classification produces the greatest accuracy value of 92.21% by using the Stratified Sampling parameter in 

the RBF kernel function with a precision of 92.75% and a recall of 94.12%. From the research results it can be 

seen that the classification process using LibSVM and Optimize Weights (PSO) produces the best accuracy in 

the RBF kernel function. 
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