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 The development of robotics and machine learning technology has opened up 

new opportunities in the development of smarter and more adaptive robot 

control systems. Rumah Robot Indonesia (Robonesia) as one of the robotics 

innovation centers in Indonesia requires a robot control system that is capable 

of operating autonomously and responsive to its environment. robot that is 

able to operate autonomously and responsive to its environment. This research 

aims to develop a machine learning-based robot control system that can 

improve the robot's ability to perform complex tasks, such as navigation, 

object recognition, and interaction with the environment. The research method 

involves collecting data from the robot's operational environment, training a 

machine learning model using algorithms such as the such as Convolutional 

Neural Network (CNN) for object recognition and Reinforcement Learning 

(RL) for navigation, and testing the system in simulated and real-world 

scenarios. The datasets used include images, sensor data, and relevant 

environmental information. System performance evaluation is performed 

based on the metrics of object recognition accuracy, response speed, and 

navigation success, and navigation success. The results show that the robot 

control system based on machine learning-based robot control system is able 

to achieve object recognition accuracy of 95.2% and navigation success rate 

of navigation success rate of 92.8% in a dynamic environment. The system 

also shows rapid response to environmental changes, with an average 

response time of 0.8 seconds. This success demonstrates that the integration 

of machine learning in robot control systems can improve the robot's ability 

to operate autonomously. improve the robot's ability to operate autonomously 

and adaptively. 
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1. INTRODUCTION  

The development of artificial intelligence (AI) technology has encouraged innovation in various fields, 

including robotics. One important aspect in modern robotics is a control system that is able to optimize robot 

performance in various environments and tasks. [1] Machine Learning (ML) has become an effective solution 

in improving the adaptability and decision-making capabilities of robots automatically. [2] With data-driven 

learning techniques, robots can recognize patterns, predict actions, and operate more efficiently compared to 

conventional control methods. [3] 

In Indonesia, the development of robotics technology still faces various challenges, such as limitations in 

the accuracy of control systems, flexibility of robot movements, and the ability of robots to recognize and 

respond to the environment dynamically. [4] Rumah Robot Indonesia (Robonesia) as one of the robotics 
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development centers in Indonesia plays a role in initiating various technological innovations, including the 

application of Machine Learning for robot control systems. Therefore, this research focuses on the development 

of a Machine Learning-based robot control system at Robonesia to improve the performance and operational 

intelligence of robots. [5] 

The robot control system is the main component that determines how a robot can move, interact, and 

adapt to its environment. [6] Robot control systems can be categorized into manual control, rule-based 

automated control, and artificial intelligence (AI) - based control. AI-based control methods, especially 

Machine Learning, have become a trend in the development of modern robots because of their ability to learn 

from data, recognize patterns, and make decisions independently without direct human intervention. [7] 

Studies have shown that the use of Machine Learning algorithms in robot control systems can improve 

navigation accuracy, energy efficiency, and flexibility in dealing with changing environments. [8] One 

commonly used approach is Reinforcement Learning (RL), where a robot learns through trial - and-error in 

various scenarios to optimize the actions it takes. [9] 

Machine Learning (ML) is a branch of artificial intelligence that allows systems to learn from data 

and improve their performance without having to be explicitly programmed. In the context of robotics, ML is 

used for various aspects, including autonomous navigation, object recognition, natural language processing, 

and sensor-based decision making. [10] This study compared the performance of several ML algorithms in 

robot control systems, such as Neural Networks, Support Vector Machine (SVM), and Decision Tree. The 

results showed that Deep Learning-based models, especially Convolutional Neural Networks (CNN) and 

Recurrent Neural Networks (RNN), had better performance in recognizing environmental patterns and 

adjusting robot movements compared to rule-based models or other conventional approaches. [11] 

In addition, the application of Reinforcement Learning in robot Control Systems has been widely used 

in autonomous robots to improve adaptability in dynamic environments. [12] Algorithms such as Deep Q-

Network (DQN), Proximal Policy Optimization (PPO), and Soft Actor-Critic (SAC) have proven effective in 

improving the intelligence of robots in solving complex tasks. [13] Traditional approaches to robotic control 

systems often use rule-based methods and explicit programming to control the robot's movements and 

responses. While these methods have advantages in logic clarity and stability, they tend to have limitations in 

handling unpredictable scenarios or dynamically changing environments. [14] On the other hand, Machine 

Learning-based approaches offer greater flexibility and adaptability in robot control. Robots trained with 

Machine Learning can learn from historical data and experience, thus being able to make more optimal 

decisions compared to rigid rule-based systems. For example, research shows that robots with Machine 

Learning-based control have 30% higher navigation accuracy compared to robots controlled using 

conventional methods. In addition, the time required to adapt to the new environment is also faster, thereby 

improving the operational efficiency of robots in various industrial and service tasks. [15] 

In Indonesia, the development of robot control systems based on Machine Learning is still relatively 

new, but is starting to get attention from various research institutions and technology industries. Rumah Robot 

Indonesia (Robonesia) is an institution that focuses on the development of intelligent robots for various 

applications, including educational robots, public service robots, and industrial robots. [16] 

This study shows that the application of Machine Learning in robotics in Indonesia still faces several 

challenges, such as limited computing infrastructure, lack of high-quality datasets, and lack of experts in the 

field of artificial intelligence. [17] Therefore, this study seeks to develop a robot control system based on 

Machine Learning that not only has high performance but also can be widely implemented in the robotics 

ecosystem in Indonesia. [18] 

 

2. METHOD  

 This study aims to develop a robot control system based on machine learning that can improve the ability 

of robots to perform complex tasks, such as navigation, object recognition, and interaction with the 

environment. The research method is designed in a systematic and structured manner, covering the stages of 

data collection, model development, implementation, and evaluation. Here is a complete explanation of the 

research methods used: 

1. Research Design 

This study uses the approach of research and development (R&D) with a focus on the development of robot 

control systems based on machine learning. The research design includes the stages of exploration, 

development, and validation of the system. This approach was chosen because it allows researchers to create 

innovative solutions that can be tested and refined iteratively. 

2. Stages Of Research 

This research is carried out through several main stages, namely: a. Needs analysis this stage involves the 

identification of the needs of the robot control system in Rumah Robot Indonesia (Robonesia). Analysis is done 

by: observing the operational environment of the robot. Discuss with the development team and users to 
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understand specific challenges and needs. Determine the main tasks of the robot, such as navigation, object 

recognition, and interaction with the environment. b. Data Collection. The Data used in this study include: 

Image Data: for object recognition model training using Convolutional Neural Network (CNN). Image Data is 

collected from the operational environment of the robot, including those objects that need to be recognized. 

Sensor Data: Data from robot sensors, such as LiDAR, ultrasonic, and IMU (Inertial Measurement Unit), are 

used for Reinforcement Learning (RL) based navigation model training. 

Environmental Data: information about the robot's operational environment, such as area maps and object 

locations, is used to improve navigation accuracy. 

Data obtained from system testing were analyzed quantitatively and qualitatively. Quantitative analysis 

includes the calculation of performance metrics such as accuracy, navigation success, and response time. 

Qualitative analysis includes observation of system stability and robot responsiveness in operational 

environment. This research method is designed to develop an effective and reliable robot control system based 

on machine learning. By following systematic steps, this research is expected to produce innovative solutions 

that improve the ability of robots to perform complex tasks in Indonesian Robot houses (Robonesia). The 

results of this study are expected to contribute to the development of robotics and machine learning 

technologies, as well as open up opportunities for further research in this field. 

 

3. RESULTS AND DISCUSSION  

This study successfully developed a robot control system based on machine learning implemented in 

Rumah Robot Indonesia (Robonesia). The system is designed to improve the robot's capabilities in tasks such 

as object recognition and autonomous navigation. The results of the system performance evaluation are 

presented in Table 1. 

Table 1. Object recognition (CNN) and navigation (RL) 

Evaluation 

Metrics 

Object 

recognition 
(CNN) 

Navigasi (RL) 

Accuracy / 

Success (%) 
95.02.00 92.08.00 

Response 
time 

(seconds) 

00.05 00.08 

System 
Stability 

Very Good Good 

 

1. Object recognition using Convolutional Neural Network (CNN) 

The CNN Model developed for object recognition showed excellent performance, with an accuracy of 95.2%. 

This shows that the model is able to recognize objects in the operational environment of the robot with a low 

error rate. Some of the factors contributing to this success are: 

a. Data Preprocessing: the process of augmentation and normalization of image data improves the variety and 

quality of the dataset, so that the model can learn more effectively. 

b. CNN architecture: the use of optimized CNN architectures, such as ResNet or EfficientNet, enables better 

feature extraction from images. 

c. Intensive training: the Model is trained with a large and diverse dataset, so it is able to generalize well to 

new data. However, there are some objects that are difficult to recognize, especially in poor lighting conditions 

or obstructed objects. To address this, future research may explore advanced techniques such as transfer 

learning or the use of additional sensors (e.g., depth cameras). 

 

2. Navigation using Reinforcement Learning (RL) 

The RL-based navigation system achieved a success rate of 92.8% in completing navigation tasks without 

collisions or errors. The average response time of the system is 0.8 seconds, which indicates the ability of the 

robot to quickly respond to changes in the environment. Some of the factors that affect this performance are: 

a. Simulation environment: the use of a realistic simulation environment allows agent RL to learn in a variety 

of scenarios before being implemented on a physical robot. 

b. Reward Function: the proper design of the reward function, which provides incentives to avoid obstacles 

and achieve goals, increases the effectiveness of training. 

c. Model optimization: the use of state-of-the-art RL algorithms, such as Proximal Policy Optimization (PPO) 

or Deep Q-Network (DQN), improves the stability and speed of Model convergence. Nonetheless, navigation 

systems still face challenges in highly dynamic or unstructured environments. To improve performance, further 

research may integrate techniques such as SLAM (Simultaneous Localization and Mapping) or multi-agent 

reinforcement learning. 
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3. System Integration 

The integration of the CNN and RL models into the robot control system succeeded in creating a system capable 

of autonomous and adaptive operation. The Robot can recognize objects, plan paths and avoid obstacles well. 

The stability of the system is rated as excellent for object recognition and good for navigation, which indicates 

that the system can operate consistently over a long period of time. 

4. Test in real environment 

Tests of the system in Robonesia's operational environment show that the robot can adapt well to real 

conditions. Some of the challenges faced during the trials include: 

a. Changing environments: dynamic operational environments, such as human movement or changes in object 

layout, require more responsive systems. 

b. Sensor Noise: Data from sensors such as LiDAR or ultrasonics can be affected by noise, which affects 

navigation accuracy. 

c. Computational limitations: system implementation on physical robots requires computational optimization 

to ensure real-time performance. 

 

4. CONCLUSION  

This study aims to develop a more intelligent and adaptive robot control system by utilizing machine 

learning technology in Rumah Robot Indonesia (Robonesia). The results showed that the application of 

machine learning algorithms, such as supervised learning, reinforcement learning, or deep learning, is able to 

improve the ability of robots to understand the environment, make decisions, and carry out tasks independently. 

Some of the main conclusions of the study are as follows: 

Improved Robot adaptability: using machine learning, robots can learn from data and experience to adapt 

to changing environments. This makes robots more flexible in performing various tasks, such as automatic 

navigation, object recognition, and human-robot interaction. 

Optimization of the learning process: machine learning algorithms used in robot control systems are able 

to optimize the learning process iteratively. For example, through reinforcement learning, robots can improve 

their performance over time by trying different strategies and choosing the actions that give the best results. 

Higher efficiency and accuracy : the implementation of machine learning in robot control systems results 

in increased efficiency and accuracy in performing tasks. Robots can recognize patterns and predict situations 

more quickly and precisely than with conventional control systems. 

Application potential in various fields: machine learning-based robot control systems have wide 

application potential, ranging from manufacturing industries, healthcare, education, to households. In 

Robonesia, this development can support the vision to create an innovative and sustainable robotics ecosystem. 

Challenges and recommendations for further development : although the results of the study show 

significant progress, there are still some challenges that need to be addressed, such as the need for large 

datasets, the complexity of algorithms, as well as security and ethical aspects in the use of AI. Therefore, further 

research is needed to refine the system and ensure its implementation complies with safety and sustainability 

standards. Overall, this study proves that the integration of machine learning in robot control systems can be a 

significant step forward in the development of robotics technology in Indonesia. With the support of 

infrastructure and cross-disciplinary collaboration, Robonesia has a great opportunity to become the center of 

AI-based robotics innovation at the national and global levels. 
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