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 Early detection of chronic diseases is a critical step in effective prevention and 

treatment. Decision Support Systems (DSS) based on classification 

algorithms have become an increasingly important tool in helping medical 

personnel accurately and efficiently identify chronic disease risks. This study 

aims to analyze the performance of various classification algorithms in SPK 

for early detection of chronic diseases, focusing on accuracy, precision, recall, 

and F1-score as evaluation metrics. The research method involves the 

collection of health datasets that include clinical and demographic variables 

of patients. Classification algorithms evaluated include Decision Tree, 

Random Forest, Support Vector Machine (SVM), K - Nearest Neighbors 

(KNN), and Neural Network. The Dataset was divided into training data and 

test data, with a proportion of 80:20, and cross-validation was carried out to 

ensure the reliability of the results. Algorithm performance evaluation was 

conducted using accuracy, precision, recall, and F1-score metrics. The results 

showed that Random Forest achieved the highest accuracy of 92.5%, followed 

by Neural Network with 90.8% accuracy. Decision Tree and KNN showed 

quite good performance with accuracy of 88.3% and 86.7%, respectively, 

while SVM had the lowest accuracy of 84.2%. In terms of precision and recall, 

Random Forest also excelled with values of 91.8% and 92.0%, respectively, 

showing its good ability to identify positive cases and reduce false positives. 
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1. INTRODUCTION  

Chronic diseases, such as diabetes, heart disease, and cancer, are significant global health problems. 

According to the World Health Organization (WHO), chronic diseases are the leading cause of death 

worldwide, with their prevalence increasing every year. Early detection of chronic diseases plays a crucial role 

in disease prevention, treatment, and management efforts, as it allows for faster and more effective medical 

intervention. However, early detection often faces complex challenges, such as limited medical personnel, high 

costs, and inaccuracies in diagnosis. [1] 

In recent years, the development of Information Technology and data science has opened up new 

opportunities in the field of health, especially through the implementation of Decision Support Systems (DSS). 

Classification algorithm-based SPK has become an increasingly important tool in helping medical personnel 

identify chronic disease risks accurately and efficiently. [2] Classification algorithms, such as Decision Trees, 

Random Forests, Support Vector Machines (SVMs), K - Nearest Neighbors (KNNS), and Neural networks, 

have been widely used to analyze health data and predict the likelihood of disease occurrence. [3] Although 

classification algorithms have been widely used in DSS for early detection of chronic diseases, there is no 
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consensus as to which algorithm is most effective in this context. Algorithm performance may vary depending 

on the type of data, the size of the dataset, and the parameters used. [4] Therefore, a comprehensive analysis is 

needed to compare the performance of various classification algorithms in SPK in order to determine the most 

optimal algorithm for early detection of chronic diseases. [5] 

This study focuses on the performance analysis of classification algorithms in DSS for early detection of 

chronic diseases. [6] The Dataset used included clinical and demographic variables of patients, such as age, 

sex, medical history, and laboratory test results. Algorithms evaluated include Decision Tree, Random Forest, 

SVM, KNN, and Neural Network. The evaluation metrics used are accuracy, precision, recall, and F1-score. 

A decision support system (SPK) is a computer-based system designed to assist decision makers in analyzing 

information and making better decisions. In the health field, SPK has been used extensively to support 

diagnosis, treatment planning, and disease management. [7] According to Shortliffe and Cimino, DSS in health 

can improve diagnosis accuracy and treatment efficiency by utilizing patient data and medical knowledge. SPK 

for early detection of chronic diseases allows medical personnel to identify the risk of disease at an early stage, 

so that interventions can be carried out more quickly and effectively. [8] 

A classification algorithm is a technique in machine learning used to predict categories or classes of data based 

on their features. Some of the classification algorithms commonly used in health SPK include: 

a. Decision Tree: this algorithm builds a predictive model in the form of a decision tree, where each node 

represents a condition, and each branch represents the result of the condition. According to Quinlan, Decision 

Trees are easy to interpret and are suitable for datasets with both categorical and numerical features. [9] 

b. Random Forest: an ensemble method that combines several Decision Trees to improve accuracy and reduce 

overfitting. Breiman states that Random Forests perform well in handling complex and noisy data. [10] 

c. Support Vector Machine (SVM): this algorithm searches for an optimal hyperplane that separates data into 

different classes. SVM is effective for datasets with high dimensions and is often used in the classification of 

health data. [11] 

d. K-Nearest Neighbors (KNN): this algorithm classifies data based on similarity to nearby train data. KNN is 

simple and effective for small datasets, but its performance degrades on large datasets . [12] 

e. Neural Network: this Model is inspired by the structure of the human brain and consists of layers of 

interconnected neurons. Neural networks are capable of handling non-linear and complex data, but require 

intensive computing . [13] 

Early detection of chronic diseases aims to identify the risk of disease before clinical symptoms appear. 

According to WHO (2021), early detection can reduce the burden of disease through more effective early 

intervention. Some chronic diseases that are often the focus of early detection include diabetes, heart disease, 

and cancer. Data used for early detection usually include clinical variables (such as blood pressure, blood sugar 

levels) and demographic (such as age, gender). [14] 

Several studies have been conducted to analyze the performance of classification algorithms in health 

SPK. For example, research [15] compared the performance of Decision Tree, Random Forest, and SVM in 

detecting diabetes, and found that Random Forest achieved the highest accuracy. Another study showed that 

Neural networks have good performance in predicting heart disease. However, there is no consensus yet on 

which algorithm is most effective for early detection of chronic diseases in general. Based on literature review, 

it can be concluded that the classification algorithm has great potential in improving the accuracy and efficiency 

of early detection of chronic diseases through SPK. However, the selection of an appropriate algorithm must 

take into account the characteristics of the data, clinical needs, and available resources. This study aims to fill 

the knowledge gap by analyzing and comparing the performance of various classification algorithms in the 

context of early detection of chronic diseases, so as to provide more informed recommendations for DSS 

developers and medical personnel. [16] 

 

2. METHOD 

This research method is designed to analyze and compare the performance of various classification 

algorithms in Decision Support System (SPK) for early detection of chronic diseases. This study uses a 

quantitative approach with systematic stages, ranging from data collection to algorithm performance 

evaluation. Here is a complete explanation of the research methods used. [17] 

This study uses an experimental design with a comparative analysis approach (comparative analysis). The 

goal was to compare the performance of several classification algorithms, namely Decision Tree, Random 

Forest, Support Vector Machine (SVM), K-Nearest Neighbors (KNN), and Neural Network, in the context of 

early detection of chronic diseases. The design of this study was chosen because it allows an objective 

evaluation of the advantages and disadvantages of each algorithm.  

The Data used in this study came from a public health dataset that includes clinical and demographic 

variables of patients. The Dataset includes information such as age, gender, medical history, laboratory test 

results (e.g., blood sugar levels, blood pressure, cholesterol), and grade labels indicating disease status (e.g., 
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positive or negative diabetes). Datasets are selected based on completeness, relevance, and public availability 

to ensure transparency and reproducibility of research. To ensure the reliability of the results, cross-validation 

(cross - validation) with 5-fold. In addition, sensitivity analysis is performed by changing algorithm parameters 

(for example, the number of trees in a Random Forest or the value of k in KNN) to see their effect on model 

performance. The results of algorithm performance evaluation were analyzed quantitatively and qualitatively. 

Quantitative analysis includes comparison of accuracy, precision, recall, and F1-score values of each algorithm. 

Qualitative analysis includes the interpretation of results and the identification of factors that affect algorithm 

performance, such as data complexity, dataset size, and model parameters. 

 

3. RESULTS AND DISCUSSION  

This study analyzed the performance of five classification algorithms, namely Decision Tree, Random 

Forest, Support Vector Machine (SVM), K-Nearest Neighbors (KNN), and Neural Network, in the context of 

early detection of chronic diseases. The Dataset used consisted of 1,000 samples with 10 clinical and 

demographic features. The results of algorithm performance evaluation based on accuracy, precision, recall, 

and F1-score metrics are presented in the following figure : 

Figure 1. Algorithm performance evaluation results 

 

1. Performance Based On Accuracy 

Accuracy is a key metric used to measure how well an algorithm can predict the correct grade. Based on Table 

1, Random Forest recorded the highest accuracy of 92.5%, followed by Neural Network with 90.8% accuracy. 

Decision Tree and KNN showed fairly good accuracy, respectively at 88.3% and 86.7%, while SVM had the 

lowest accuracy of 84.2%. The superior performance of a Random Forest can be attributed to its ability to 

combine multiple Decision trees, thereby reducing the risk of overfitting and improving model generalization. 

Neural networks, despite their high accuracy, require more intensive computation than Random forests. 

 

2. Performance based on precision and Recall 

Precision measures the proportion of correct positive predictions, while recall measures the proportion of 

successfully identified positive cases. Random Forest again excels with 91.8% precision and 92.0% recall, 

showing its good ability to minimize false positives and false negatives. The Neural Network also showed good 

performance with 90.0% precision and 90.5% recall. SVM, although it has a fairly high recall (84.5%), shows 

relatively low precision (83.0%), which indicates that this algorithm tends to generate more false positives. 

This may be due to SVM's sensitivity to kernel and parameter selection. 

 

3. Performance based on F1-score 

F1-score is a metric that combines precision and recall, providing a balanced picture of algorithm performance. 

Random Forest recorded the highest F1-score of 91.9%, followed by Neural Network with 90.2%. Decision 

Tree and KNN have a fairly good F1-score of 87.7% and 85.7%, respectively, while SVM has the lowest F1-

score of 83.7%. Random Forest's consistent performance across all metrics indicates that this algorithm is well 

suited for use in early detection of chronic disease, especially when accuracy, precision, and recall are equally 

important. 

 

4. Sensitivity Analysis 

Sensitivity analysis is performed by changing the main parameters of each algorithm, such as the number of 

trees in a Random Forest, the value of k in KNN, and the type of kernel in SVM. 

Based on the results of the study, Random Forest is recommended as the best algorithm for use in DSS early 

detection of chronic diseases, especially when accuracy, precision, and recall are priorities. However, algorithm 

selection should also consider factors such as computational speed, interpretability, and resource availability. 
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4. CONCLUSION 

This study aims to analyze and compare the performance of various classification algorithms, namely 

Decision Tree, Random Forest, Support Vector Machine (SVM), K - Nearest Neighbors (KNN), and Neural 

Network, in the context of Decision Support System (SPK) for early detection of chronic diseases. Based on 

the results of the analyzes carried out, the following important points can be concluded: 

1. Classification Algorithm Performance 

Random Forest recorded the best overall performance, with 92.5% accuracy, 91.8% precision, 92.0% 

recall, and 91.9% F1-score. This advantage is due to its ability to combine multiple Decision trees, thereby 

reducing the risk of overfitting and improving model generalization. The Neural Network also showed 

excellent performance, with 90.8% accuracy, 90.0% precision, 90.5% recall, and 90.2% F1-score. However, 

these algorithms require more intensive computation and longer training times. 

Decision Tree and KNN performed quite well, with accuracy of 88.3% and 86.7%, respectively. 

Decision trees are easy to interpret but prone to overfitting, while KNNS is simple and effective for small 

datasets but less efficient for large datasets. 

 SVM recorded the lowest performance among the five algorithms, with 84.2% accuracy, 83.0% 

precision, 84.5% recall, and 83.7% F1-score. SVM performance is highly dependent on kernel and parameter 

selection, which can be a challenge in its implementation. 

2. Advantages and limitations of the algorithm 

Random Forest excels at handling complex and noisy data, as well as reducing overfitting. However, 

these algorithms require greater computational resources compared to Decision Trees. Neural networks are 

effective for handling non-linear and complex data, but require long training times and are difficult to interpret. 

Decision trees are easy to interpret and quick in training, but prone to overfitting, especially on small datasets. 

KNN is simple and effective for small datasets, but its performance decreases on large datasets due to 

computational complexity. SVM is effective for datasets with high dimensions, but is sensitive to kernel and 

parameter selection. Based on the results of the study, Random Forest is recommended as the best algorithm 

for use in DSS early detection of chronic diseases, especially when accuracy, precision, and recall are priorities. 

However, algorithm selection should also consider factors such as computational speed, interpretability, and 

resource availability. For problems that require high interpretability, Decision trees can be a good choice, while 

Neural networks can be used for very complex problems with sufficient computational resources. 

Overall, this study shows that Random Forest is the most effective algorithm to be used in the early 

detection of chronic disease SPK, because of its superior ability in accuracy, precision, recall, and F1-score. 

However, the selection of algorithms must be tailored to specific needs, such as computational speed, 

interpretability, and resource availability. The results of this study are expected to contribute to the 

development of more accurate and efficient SPK, thus supporting better prevention and treatment of chronic 

diseases. 

Thus, this study not only provides new insights into the performance of classification algorithms in 

DSS, but also opens up opportunities for further research in the development of more sophisticated and 

effective systems for early detection of chronic diseases. 
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